Reconstruction of implicit curves and surfaces via RBF interpolation
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Many problems in computer visualization, scientific computing, medical imaging, computer-aided design and manufacturing (CAD/CAM) require to reconstruct a graphic object starting from an unorganized 2D/3D point cloud, i.e. a set of scattered points in $\mathbb{R}^2$ or $\mathbb{R}^3$. The process of building a geometric model from such point clouds is usually referred to as curve and surface reconstruction. This problem can be expressed as [1]:

**Problem 1.** Given $n$ distinct points $\mathcal{X} = \{x_j\}_{j=1}^n$ of a curve/surface $\mathcal{M} \subset \mathbb{R}^s$, find a curve/surface $\mathcal{M}'$ that is a reasonable approximation of $\mathcal{M}$.

The classical approach via implicit curves/surfaces assumes that there exists a real-valued function $f : \mathbb{R}^s \mapsto \mathbb{R}$ ($s = 2$ for curves, $s = 3$ for surfaces), such that:

\[
\begin{align*}
&f(x) = 0, \quad \text{if } x \text{ is on the curve/surface}, \\
&f(x) \neq 0, \quad \text{if } x \text{ is off (inside/outside) the curve/surface}.
\end{align*}
\]

In other words, $\mathcal{M}$ is the zero level set of $f$, i.e.

\[
\mathcal{M} = \mathcal{L}_0(f) = f^{-1}([0]) = \{x \in \mathbb{R}^s \mid f(x) = 0\},
\]

and the function $f$ implicitly defines $\mathcal{M}$. In order to construct an approximation of $\mathcal{M}$, one can firstly fit a function $P_f$ to $f$ and then extract the $P_f$ iso-curve/surface $\mathcal{M}'$, i.e. the zero level set $\mathcal{M}' = \mathcal{L}_0(P_f)$ could be taken as a reasonable solution of Problem 1.

We emphasize that, given a curve/surface $\mathcal{M}$, the function $f$ that verifies (??) is not unique, i.e. finding $f$ (or $P_f$) starting from $\mathcal{M}$, is an inverse ill-posed problem in the Hadamard’s sense. Therefore, the choice of the kind of function $P_f$ (the space which it belongs to, and other additional conditions), may be seen as a sort of regularization of the problem. Generally, a common approach assumes that $P_f$ is a linear combination of certain basis functions $B_j$

\[
P_f(x) = \sum_{j=1}^N c_j B_j(x), \quad x \in \mathbb{R}^s,
\]
and imposes the interpolation conditions

$$P_f(x_j) = 0, \quad \forall x_j \in \mathcal{X}.$$  \hspace{1cm} (3)

In order to avoid the meaningless trivial solution, i.e. the zero function, whose zero level set is $\mathbb{R}^s$, additional interpolation conditions, involving off-curve/surface points where $P_f \neq 0$, must be given. This approach leads to a surface reconstruction scheme that consists of three main steps:

1. extending $\mathcal{X}$ by generating off-curve/surface points;
2. fitting an interpolant $P_f$ to $f$ on the extended dataset;
3. extracting the zero iso-curve/surface of $P_f$.

For step 1., a common practice to extend $\mathcal{X}$ [6] considers the set of curve/surface normalized normal directions $n_j$ to $M$ at points $x_j$. If these normals are not explicitly known, there are several techniques and tools\(^1\) that allow to estimate them. The off-curve/surface points, generated by a point $x_j$, are defined as

$$x_j^+ = x_j + \delta_j n_j, \quad x_j^- = x_j - \delta_j n_j,$$

where $\delta_j$ is a small distance. The sets of points $\mathcal{X}, \mathcal{X}^+ = \{ x_j^+ | x_j \in \mathcal{X} \}$, and $\mathcal{X}^- = \{ x_j^- | x_j \in \mathcal{X} \}$ gives the extended dataset

$$\mathcal{X}^{\text{ext}} = \mathcal{X} \cup \mathcal{X}^+ \cup \mathcal{X}^-$$  \hspace{1cm} (5)

where to fit $P_f$. More generally, in order to reduce computational complexity and the conditioning of the interpolation problem, many authors [1,4] suggest to fit the interpolant only on a subset of $\mathcal{X}^{\text{ext}}$. Regarding step 2., to fit $P_f$ to $f$ on the extended dataset, instead of taking $f$ as the signed-distance function as in [1], we assume that $f$ is 0 on $\mathcal{X}$, 1 on $\mathcal{X}^+$ and $-1$ on $\mathcal{X}^-$, respectively, i.e.

$$f(x) = \begin{cases} 
0 & \text{if } x \in \mathcal{X}; \\
+1 & \text{if } x \in \mathcal{X}^+; \\
-1 & \text{if } x \in \mathcal{X}^-.
\end{cases}$$  \hspace{1cm} (6)

Under the previous assumptions, the implicit surface reconstruction scheme for finding $P_f$ gives rise to the following scattered data interpolation problem.

**Problem 2** Given a set of $N$ distinct points in $\mathcal{X}^{\text{ext}} = \{ x_j \}_{j=1}^N$ and a set of corresponding function values $\{ f_j \}_{j=1}^N$, find an interpolant $P_f : \mathbb{R}^s \mapsto \mathbb{R}$ such that

$$P_f(x_j) = f_j, \quad \forall j = 1, \ldots, N.$$  \hspace{1cm} (7)

Assuming $P_f$ as in (??), and starting from (??), the coefficients $c = (c_1, \ldots, c_N)^T$ are obtained by solving the linear system

$$Bc = f,$$  \hspace{1cm} (8)

\(^1\) package ply.tar.gz provided by Greg Turk, available at http://www.cc.gatech.edu/projects/large-models/ply.html
where \( f = (f_1, \ldots, f_N)^T \) and

\[
B = \begin{bmatrix}
B_1(x_1) & B_2(x_1) & \cdots & B_N(x_1) \\
B_1(x_2) & B_2(x_2) & \cdots & B_N(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
B_1(x_N) & B_2(x_N) & \cdots & B_N(x_N)
\end{bmatrix}.
\] (9)

In a multivariate setting, as stated by the Mairhuber-Curtis theorem [3], in order to have a unique solution for (??) and a well-posed scattered data interpolation problem, the basis functions \( \{B_1, \ldots, B_N\} \) must depend on the points \( x_j \). A wide class of basis functions with this property are the RBF [5]. The dependence of the RBF on the data can be easily introduced by setting:

\[
B_j(x) \equiv \Phi_j(x) = \varphi(d(x, x_j)), \quad j = 1, \ldots, N,
\]

where \( \varphi : [0, +\infty) \rightarrow \mathbb{R} \) is called basic function and \( x_j \) are referred as centers. Finally, the determination of \( \mathcal{L}_0(P_f) \), or extraction, in step 3., can be realized in several ways (see [1], section 7). Those implementations often require the evaluation of the interpolant \( P_f \) on a data set, whose size depends on the desired resolution, organized in a regular pixel/voxel grid. We emphasize how the extraction of the zero level set of \( P_f \), without imposing suitable additional constraints, may give rise to some drawbacks known as artifacts. In this paper we are interested in investigating theoretical and practical issues in using RBFs for reconstructing implicit curves and surfaces. Here, we

- establish how the problem parameters and the results have to be taken in order to find meaningful solutions and avoid artifacts and similar drawbacks;
- study the conditioning of the problem in terms of number of points, point cloud topology and standard deviation of several functions;
- suggest a strategy for decreasing the condition number of the problem by means of a two stages selective reduction of the cloud points;
- show a parallel code for preconditioning and solving the problem with very large data sets starting from [2].
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